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Abstract:  Abstract: The Switch Port Mapper can discover the ports on any manageable Cisco Catalyst 

Switch and detail the devices connected to those ports by MAC address, IP address and hostname.  This tool 

eliminates tracing of LAN cables to determine the physical location of devices and makes the network 

documentation easy.The port mapping is done by discovering and correlating Port/MAC/Interface 

information from the switch. The MAC/IP address information is discovered from a Router that is directly 

connected to the same subnet as the switch. SNMP (Simple Network Management Protocol), Perl language 

and HTML/JavaScript are used to develop this Research Paper. SNMP protocol collects the required 

Port/MAC/Interface information from the switch; Perl is used to run these SNMP queries and 

HTML/Javascript to display the results. Since this is a real-time discovery you can view the operational 

status and port speed of each port.  The Output can be exported to Microsoft Excel or mySQL database. 
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1. Introduction  

In a switched network environment where 

hundreds of PCs get connected to tens of Layer-

2 switches, Network Administrator often finds 

it difficult to trace a PC using its IP or MAC 

address. To get the info about which port the 

PC is on, he has to login to each and every 

Switch and run few commands to determine 

the port. This will be a time-consuming process 

if the number of switches increases beyond 

five. Switch Port Mapper does the required 

mapping within seconds. It maintains the 

database of the Switched Network by querying 

the information from the Switches and Routers 

at periodic intervals and provides a user-

friendly interface to fetch and display the data 

at the click of the mouse. The first chapter 

focuses on various technologies used to 

develop this tool that helps the reader to better 

understand the design and implementation 

aspects of the tool. To make the reader walk 

through the basic concepts of various 

technologies used, which would help him 

better understand the operation of the tool. 

 

1.1 Cisco Switches: 

The Cisco Catalyst 3550 Series Switch is a stackable, 

multilayer switch that provides high availability, 

quality of service (QoS), and security to enhance 

network operations. With a range of Fast Ethernet 

and Gigabit Ethernet configurations, the Cisco 

Catalyst 3550 Series is a powerful option for 

enterprise and metro access applications. The 
Catalyst 3550 switch provides 48 10/100Mbps 

Fast Ethernet ports and 2 GBIC-based Gigabit 

Ethernet ports. The 10/100Mbps Fast Ethernet ports 

are used to connect PCs and Gigabit ports for 

interconnecting switches. These switches are SNMP 

enabled, meaning they understand SNMP protocol. 
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“Switch Port Mapper” uses Perl’s Net-SNMP module 

and its related methods to query the data from these 

switches[ [1], [4]. 

1.2 Understanding SNMP: 

SNMP is based on the manager/agent model 

consisting of a manager, an agent, a database of 

management information, managed objects and the 

network protocol. The manager provides the interface 

between the human network manager and the 

management system. The agent provides the interface 

between the manager and the physical device(s) 

being managed (see the illustration below)[1], [2], 

[3]. 

The manager and agent use a Management 

Information Base (MIB) and a relatively small set of 

commands to exchange information. The MIB is 

organized in a tree structure with individual 

variables, such as interface status or description, 

being represented as leaves on the branches. A long 

numeric tag or object identifier (OID) is used to 

distinguish each variable uniquely in the MIB and in 

SNMP messages. SNMP uses five basic messages 

(GET, GET-NEXT, GET-RESPONSE, SET, and 

TRAP) to communicate between the manager and the 

agent. The GET and GET-NEXT messages allow the 

manager to request information for a specific 

variable. The agent, upon receiving a GET or GET-

NEXT message, will issue a GET-RESPONSE 

message to the manager with either the information 

requested or an error indication as to why the request 

cannot be processed[5], [6]. 

Fig. 1  SNMP protocol 

1.1.1 Management Information Base (MIB): 

Each SNMP element (eg. Switch) manages specific 

objects (eq. Switch port) with each object having 

specific characteristics (eg port status, description 

etc). Each object / characteristic has a unique object 

identifier (OID) consisting of numbers separated by 

decimal points (i.e., 1.3.6.1.2.1.2.2.1.2). These object 

identifiers naturally form a tree as shown below. The 

MIB associates each OID with a readable label (i.e., 

ifDescr) and various other parameters related to the 

object. The MIB then serves as a data dictionary or 

codebook that is used to assemble and interpret 

SNMP messages. 

When an SNMP manager wants to know the value of 

an object / characteristic, such as the description of a 

switch port, the system name, or the system uptime, it 

will assemble a GET packet that includes the OID for 

each object / characteristic of interest. The element 

receives the request and looks up each OID in its 

codebook (MIB). If the OID is found (the object is 

managed by the element), a response packet is 

assembled and sent with the current value of the 

object / characteristic included. If the OID is not 

found, a special error response is sent that identifies 

the unmanaged object[7], [8],[9]. 

Apart from GET and SET commands, we have 

certain SNMP utilities named as ‘snmpwalk’ and 

‘snmpget’ that are used more commonly to query the 

SNMP enabled devices for information stored in the 

MIB.  

SNMP is based on the manager/agent model 

of network management architecture. 
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This research paper is organized as in section 2, discussed the related research work, in section  3, 

Theory calculations, in section 4, Experimental results and discussions, followed by conclusion.  

 

Fig.2  Internet MIB Hierarchy 

 

2. Related Work  

Perl and its Modules: Perl is an interpreted 

programming language known for its power and 

flexibility. It combines the familiar syntax of C, C++, 

grep, sh, and csh into a tool that is more powerful 

than the separate pieces used together. Among the 

best things with Perl is the huge number of freely 

available Perl modules. These modules contain pre-

written Perl code that helps you complete your Perl 

scripts in a lot less time. A module provides a way to 

package Perl code for reuse. Available modules 

include support for access to Oracle and other 

databases; networking protocols such as HTTP 

(Web), POP3 (email), SNMP and FTP (file 

transfers); and special Win32 modules for access to 

the Windows 95 or NT operating systems. Many 

modules support object-oriented concepts. Switch 

Port Mapper uses Net-SNMP module to fetch the 

information from the network devices and DBI 

module to store the data in MySQL database 

server[10], [11]. 

The Net-SNMP module implements an object-

oriented interface to the Simple Network 

Management Protocol. Perl applications use the 

module to retrieve or update information on a remote 

host using the SNMP protocol. The module supports 

SNMP version-1, SNMP version-2c (Community-

Based SNMPv2), and SNMP version-3. The Net-

SNMP module abstracts the intricate details of the 

Simple Network Management Protocol by providing 

a high level-programming interface to the protocol. 

Each Net-SNMP object provides a one-to-one 

mapping between a Perl object and a remote SNMP 

agent or manager. Once an object is created, it can be 

used to perform the basic protocol exchange actions 

defined by SNMP. This module has certain methods, 

which the tool uses to achieve desired results. The 

following are some methods, which are used in this 

research paper. Figure.1 and Figure.2 represents the 

SNMP Protocol and Internet MIB Hierarchy. 

3. Theory/Calculation 

Port-to-IP mapping algorithm: 
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The main function of this Research Paper is to 

get the port to IP mapping information from the 

switches and the procedure is outlined below: 

Choose a switch: Select the first port on the 

switch, i.e., FastEthernet0/1 Get the index value 

of the port by running SNMP query using 

ifDescr OID 1.3.6.1.2.1.2.2.1.2 and grep for 

FastEthernet0/1. The value obtained will be the 

OID itself with a number appended to it at the 

end. Separate that number from the OID and 

that gives the port index value. 

 

Use the index value to get the VLAN 

information of the port using the OID 

‘1.3.6.1.4.1.9.9.68.1.2.2.1.2.index’. The result 

will be an Integer value. This value is required to 

change the SNMP community string to 

‘public@VLAN’ and will be used in the next 

sessions. 

Using the index and VLAN values get the bridge 

port information using the OID 

1.3.6.1.2.1.17.1.4.1.2 and grep for the value 

index. This value is required to get the MAC 

address of the device (in decimal form) 

connected to this switch port. The value 

obtained will be the OID with a number 

appended to it at its rear. Separate this number 

from the OID to get the bridge port value. 

With the above value run SNMP query on the 

switch to get decimal MAC address using OID 

1.3.6.1.2.1.17.4.3.1.2 and grep for the bridge 

port value. The resultant will be a dotted 

decimal number appended to the rear of the 

OID value. Separate this dotted number to get 

the MAC address of the device in decimal form.  

1. Get the equivalent Hex value from the above 

decimal value using OID 1.3.6.1.2.1.17.4.3.1.1 

and grep for the decimal MAC value. The output 

will be a MAC address in Hexa-decimal form. 

2. Use this Hex value and query the Router to 

get the IP address of the device connected to 

the port using OID 1.3.6.1.2.1.4.22.1.2 and grep 

for the Hex MAC value. The output obtained will 

be the OID with dotted decimal number 

appended to its rear. Separate this number to 

get the IP address of the device. To implement 

these steps manually, will be a time consuming 

process because same steps need to be 

repeated for each port on the switch and if the 

number of switches are more…just imagine. 

Switch Port Mapper is designed to overcome 

this difficulty. It uses the Perl script that does 

the required mapping using the above steps 

and even more, which are included below. 

Connect to the database server and dump the 

data. 

Repeat steps 3 to 9 by selecting the next port of 

the switch. 

Repeat steps 3 to 10 until the port value 

becomes equal to 48. 

Repeat steps 2 to 11 by selecting new switch in 

the list. 

 

 Block Diagram: 



Applied Laser Technology 

Vol. 31, No.2 June (2024), pp.01–11 

 

 

 

 

 

5 
 

          Fig.3 Block Diagram 

Backend: 

 

As shown in the diagram, a perl script queries 

the Switches for the required info and passes 

the collected data to MySQL database server for 

storage. The Perl script uses two of its modules 

named Net-SNMP to create an interface with 

the network switches to pass SNMP requests 

and DBI to connect to MySQL server database. 

Let’s see how this is implemented in the perl 

script[12], [13], [14. Fig.3 represents the block 

diagram of the entire flow. 
 

Front-end:  

 

In the front-end process, the Client program 

sends requests to Apache web server and 

invokes the PHP scripts, which initiates 

connection to MySQL server to run SQL 

commands to collect data. The requested data 

obtained from the database server is passed 

back to the client in a predetermined format. 

Interface program: 

 

Once the data is in the database, we need a 

program that acts as an interface between the 

client and the server to retrieve the data as and 

when required. The interface should be simple 

and user-friendly.  Switch Port Mapper has used 

Javascript program to build this interface. This 

program is a freeware downloaded from 

Internet. We made some changes to the code 

to use it in the Research Paper.  Basically, we 

include this Javascript code in a HTML file that 

resides on web server’s 

/root/switchportmapper directory. Whenever 

we connect to 

http:/webservername/switchportmapper, this 

file gets loaded onto web browser (used as 

client program)[15], [16], [17].  

 

 

4. Experimental Design and Results 
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 Fig.4 Main Page 

This is the page that gets loaded into the browser when we connect to Switch Port Mapper main page. 

The frame on the left displays the folder tree view built using Javascript, which is a freeware available on 

Internet. Fig.4 represents the main page. On the left frame, click on the ‘+’ sign to display the folders 

under the Root folder ‘Switch Port Mapper’.The Root folder ‘Switch Port Mapper” has the following 

folders: 

Hyd Switches  -> Individual Switch info is displayed 

Search  -> Provides options to display data 

Help  -> Documentation 

Useful Links -> Links useful to our organization. 

 

Fig. 5 Switch Port Mapper root folder 

Click on the ‘+’ sign beside these folders to display  
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sub-folders under them. Fi.4 

 

Fig.6 Hyd Switches 

Under Hyd Switches, we have the sub-folders each representing a switch. Clicking on the names invokes 

a PHP script on apache server that connects to the database server and fetches the information specific 

to that switch. The screenshot below shows the output displayed when the user selects the first sub-

branch under ‘Hyd Switches’. Fig. 5 and Fig.6 represents the  Switch Port Mapper root folder and hybrid 

Switches. 

 

Fig.7 Switch Configuration Page 
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It shows that the information specific to each port, its status info, IP address of the device connected to 

it, its mac address, the hostname and the vlan info. This gives the complete picture of the switch and its 

busy ports. 

Similar pages get displayed, but with some changes specific to each switch configuration, by clicking on 

the other switch names. So far we have seen that the tool can be used to get the complete configuration 

details of a switch just by clicking on its name. Sometimes it is required to search for specific info like to 

what switch-port a device is connected given the IP address. Focusing on such requirements we have 

come up with some options, which are included under Search folder. Fig.7 shows the Switch 

Configuration Page. 

Search has the following sub-folders: 

• By Port 

• By VLAN 

• By Ipaddress 
 

 

Fig.8 Search by Port Page 

The screenshot displays the output when user intends to search the database based on port.  The page 

displays two drop-down boxes, one with switch names and the other with port numbers. User selects 

the switch name and then any port to get the details of it. This operation is shown in the next 

screenshot. On selecting switch ‘switch1-1.hyd.int.untd.com’ and port ‘FastEthernet0/1’ and clicking on 



Applied Laser Technology 

Vol. 31, No.2 June (2024), pp.01–11 

 

 

 

 

 

9 
 

the button ‘Get the Host’ will actually send the request to a PHP script, passing the switch name and 

port number as arguments.  Fig.8 gives the search by port page. 

Search by Port results 

The Script connects to database server and queries the information and displays the data as shown 

above. Next option search by IP address displays the below page that prompts the user to enter the IP 

address of the device whose switch port information needs to be queried. Figs 9 and 10 represents the, 

search by port and search by IP address. 

 

Fig.9 Search by port 
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Fig.10 Search by IP address Page 

User enters the IP address in the text box and clicks on the button ‘Get the Host’. This action invokes the 

PHP script on the server and passes the IP address as the argument to the script. Using this argument 

PHP connects to the database server and searches the tables for switch port details and displays the 

information regarding the name of the switch and the port.  

 

Fig.11 Search by IP results Page 

The other folders are not so important and it is added them here to facilitate the users in my 

organization to connect to those sites directly without opening a new client program to connect to when 

they are using this tool [18], [19]. Fig.11 represents the search by IP results page. 
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5. Conclusions 

The MAC/IP address information is discovered 

from a Router that is directly connected to the 

same subnet as the switch. SNMP (Simple 

Network Management Protocol), Perl language 

and HTML/JavaScript are used to develop this 

Research Paper. SNMP protocol collects the 

required Port/MAC/Interface information from 

the switch; Perl is used to run these SNMP 

queries and HTML/Javascript to display the 

results. Since this is a real-time discovery you 

can view the operational status and port speed 

of each port.  The Output can be exported to 

Microsoft Excel or mySQL database. In 

corporate offices where hundreds of computers 

are interconnected using switches, Switch Port 

Mapper greatly helps in tracing the computers 

affected by virus within seconds thereby 

reducing the damage to almost zero.   
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